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and reaction. This understanding is rate-limiting for 
synthetic biology and should be stimulated. Meth-
ods also should be developed for reliably predicting 
protein:protein and protein:ligand associations in a 
high-throughput manner.

Supercomputing now permits MD simulation at 
atomic detail of systems up to 100M atoms in size 
and on a microsecond timescale (see Fig. 11. Three-
Dimensional Illustration of Lignocellulose Meshwork, 
this page). Hence, atomistic MD has moved well 
beyond the single-molecule level to permit systems-
level simulation of hundreds of interacting biological 
macromolecules, such as those involving the transport 
of chemical signals across the cellular membrane. 
Indeed, an extrapolation of current performance at 
the petascale to the exascale indicates that researchers 
will ultimately be able to perform MD simulations of 
systems consisting of ~1011

 
explicit interacting atoms 

(approximately the number of 
atoms in a bacterial cell) for 
about 10 microseconds. Atom-
istic simulations will provide 
information on the response 
of macromolecules to ligand 
binding and the diffusion and 
transport of metabolites and 
proteins in crowded cellular 
environments. Cellular events 
on a millisecond timescale or 
longer and system sizes beyond 
100M atoms call for simula-
tion methods more simplified 
than atomistic MD, averaging 
out the unimportant degrees 
of freedom to preserve long 
timescale properties. This 
“coarse-graining” will lead to 
a multiphysics description of 
biological phenomena. The 
challenge is to filter phenom-
ena on short time and length 

scales that have mesoscopic consequences so that 
both important and trivial data are preserved in 
coarse graining, all while maintaining self-consistency. 
Coarse-grain methods scale efficiently on a variety of 
supercomputers and will permit cell-scale simulations 
on timescales up to one second. With this extended 
time, tracing the diffusion of macromolecules and 
metabolites across the cell is feasible, including in the 
crowded cellular environment, providing information 
on system-dependent diffusion constants and associa-
tions between multiple molecules in the cytoplasm 
and at membranes.

Handling spatial heterogeneity and efficiently 
simu lating timescales on the order of the cell cycle 
(minutes to hours) requires stochastic modeling tech-
niques for systems of biochemical reactions inside 
a cell. These techniques should allow scientists to 
address complex events such as signaling cascades, 

Fig. 11. Three-Dimensional Illustration of Lignocellulose Meshwork. 
Researchers are using computational modeling to gain a molecular-level 
understanding of the plant cell wall and its major components, including 
cellulose fibers (green), lignin molecules (brown), and hemicellulose (light 
green). [Image courtesy Thomas Splettstoesser, www.scistyle.com, for Oak 
Ridge National Laboratory]
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transcription, translation and degradation, biofilm 
formation, and cell division. Once a molecular-level 
3D model of the cell is established, the evolution of 
this system will need to be followed over time, requir-
ing multiresolution imaging capabilities. Techniques 
that can identify individual macromolecular and 

small-molecule species in the cell are needed, as is the 
ability to follow the distribution of these components 
with a high level of temporal resolution. Also required 
are techniques capable of following and detecting 
macromolecular interactions and the structures of 
their complexes in vivo.
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IV. Cross-Cutting Themes

The Department of Energy’s Office of Biologi-
cal and Environmental Research (BER) is 
tasked with advancing knowledge of biologi-

cal and environmental systems and providing facilities 
to support missions in scientific discovery and inno-
vation, energy security, and environmental respon-
sibility. More specifically, BER research includes 
disciplines that span many spatial and temporal 
scales—biology and physics interfaces, subsurface 
biogeochemistry affecting contaminant and nutrient 
cycling, sustainable biofuels development through 
the power of genomics and systems biology, and cli-
mate science research to develop powerful predictive 
models of energy use and climate change. These areas 

provide the research space for BER-relevant ques-
tions about Earth’s systems that should be prioritized 
for study (see Fig. 12. Integration of Research and 
Department of Energy Facilities, this page).

Inherent in all the types of science discussed in this 
report are issues associated with crossing scales—spatial 
and temporal factors, discipline-unique assumptions, 
and data acquisition. The major impediment to param-
eterizing results from one discipline as it interfaces with 
another is the heterogeneity existing at every level: 
particle size and composition in aerosols, compositions 
and functions of microbial communities, geochemistry 
and weathering, genome dynamics, and evolutionary 

influences, to mention a few. If a 
simple average of normal distribu-
tions could accurately represent 
disciplines, precisely predictive 
models of Earth’s systems would 
be completed. In reality, it is clear 
that steady state is an illusion of 
limited data. Kinetic and similar 
models rarely address the excep-
tions and “tails” of the data that 
might be essential for tipping 
points.1 For example, when do 
single-site or small-site events 
need to be examined explicitly 
to understand the changes in the 
system? Data must be evaluated 
with full knowledge of sampling 
density, space, and frequency and 

1“Tipping point” in this context is 
broadly defined as a region in time 
and space at which changes from 
one state to another state become 
important to the science under 
investigation.

Fig. 12. Integration of Research and Department of Energy Facilities.
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the recognition that nonequilibrium events and non-
linear processes are abundant in the environment. Each 
discipline should inform those with which it interfaces, 
and the interfaces should be reciprocal and dynamic.

A theme that developed from workshop discussions 
is that it is neither possible nor practical to attempt to 
represent the full heterogeneity of the various scales 
in parameterizing models to predict interactions. 
Rather, to understand and predict how events at one 
scale affect those at a larger, encompassing scale often 
requires obtaining a bigger overview of the subjects. 
Such an approach helps elucidate the biogeochemi-
cal principles at play in the system. Moreover, insights 
derived from studies at much smaller or fundamental 
scales provide valuable clues to system behavior that 
facilitate robust parameterization of models at larger 
scales. These smaller-scale studies involve, for example, 
individual molecules, particles, or pores (e.g., ion 
speciation, rate constants, or the nature of mineral-
microbe aggregates).

Of paramount importance to a discussion about 
crossing scales is an understanding of which pro-
cesses are linked across scales, how they are linked, 
and the fundamental factors that govern them. Many 
processes operate only for short periods of time, 
such as during rainfall events, and may be highly 
localized. Thus, understanding the spatial and tem-
poral behavior of cross-scale linkages also is essen-
tial. Based on these linkages, the critical physical, 
chemical, biogeochemical, and biological compo-
nents can be assessed to determine which data must 
be included for predictive model development. What 
level of information is really required to address the 
scientific question being asked? Some questions will 
involve macromolecular information, such as large-
scale eddies or plumes of contaminants from anthro-
pogenic sources, but sometimes they will involve 
knowing the molecular interactions to understand 
tipping points in the environment.

As an example of seeking linkages, consider changing 
ecosystems, which provide an excellent opportunity to 
examine tipping points. Local shifts in soil hydration 
induced by climate change could affect the emission of 
chemicals into the atmosphere, either directly from the 
soil, microbes in the soil, or plant matter. These emis-
sions could then impact the formation of aerosols and, 
eventually, cloud condensation nuclei. Note that the 
definition of “local” is vague and leads to additional 
questions. Does it refer to a state, a county, or a farm 
field? The emissions could be quite different depend-
ing on soil makeup, crops grown, and anthropogenic 
effects (such as oil drilling). Other questions include 
determining the smallest scale that must be examined 
to understand the tipping points and their effects on 
the environment. If molecular information is required, 
is such information needed for the full system or only 
for critical regions of time and space?

Another significant challenge is to make current and 
newly generated information and data from each 
domain (either as a discipline or spatial/temporal scale) 
available to other researchers in a facile manner that 
allows rapid data integration and knowledge generation.

The classical example of difficulty in integrating 
across scales is that of extrapolating between labora-
tory results and field studies. Addressing the fidelity 
between laboratory and real-world environments 
necessitates two types of research thrusts that are 
synergistic. The first thrust is to use the best available 
field knowledge to select relevant parameters that can 
mimic the complexity of the real-world environment 
in the laboratory with sufficient fidelity to reproduce 
behavior across controlled and uncontrolled environ-
ments. The second thrust is to develop methodology, 
frequently based on laboratory-derived insights, that 
enables qualitative and quantitative analyses in the 
native environmental setting.

At all levels of workshop discussion, there was complete 
consensus that predictive models are essential for inte-
grating the masses of data that have and will certainly 
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continue to accumulate and likely increase in size and 
complexity. Thus, serious investment must be made in 
computational capacity to maximize the knowledge 
gained and to allow synergies to emerge from data gath-
ered at different spatial and temporal scales.

Finally, to ensure that the achievements of this era of 
science will be the foundation of future discoveries, 
interdisciplinary education and workforce training 
for the next generation of early career scientists must 
be given a very high priority. Identifying talented 
and passionate scientists who will be the innovators 
and leaders of environmental research in the coming 

decade already is hampered by the loss of individuals 
to less challenging careers. Opportunities for focus-
ing on the scientific questions, and collaborative 
interactions to achieve integration across disciplines, 
should be designed to attract the best and brightest. 
Many young students want to “cure a disease” that 
will improve the lives of perhaps a few million people. 
However, if they help discover responsible and inno-
vative pathways to sustainable energy, climate change 
adaptation and mitigation, or environmental reme-
diation, they will contribute to a better world for all 
future generations.



U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research     April 2015

BER Molecular Science Challenges

46



47April 2015     U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research

V. References
Azam, F., and D. C. Smith. 1991. “Bacterial Influence on the 

Variability in the Ocean’s Biogeochemical State: A Mecha-
nistic View.” In Particle Analysis in Oceanography. Springer-
Verlag: Berlin Heidelberg. 213–36.

Bagley, J. E., et al. 2014. “The Biophysical Link Between 
Climate, Water, and Vegetation in Bioenergy Agro-
Ecosystems,” Biomass and Bioenergy 71, 187–201. DOI: 
10.1016/j.biombioe.2014.10.007.

Bengough, A. G. 2012. “Water  Dynamics of the Root 
Zone: Rhizosphere Biophysics and Its Control on Soil 
Hydrology,” Vadose Zone Journal 11(2). DOI: 10.2136/
vzj2011.0111.

BERAC. 2013. BER Virtual Laboratory: Innovative Frame-
work for Biological and Environmental Grand Challenges: 
A Report from the Biological and Environmental Research 
Advisory Committee, DOE/SC-0156. U.S. Department of 
Energy, February 2013. 52 pp.

BERAC. 2010. Grand Challenges for Biological and Environ-
mental Research: A Long-Term Vision: A Report from the 
Biological and Environmental Research Advisory Committee 
March 2010 Workshop, DOE/SC-0135. Biological and 
Environmental Research Advisory Committee, Steering 
Committee on Grand Research Challenges for Biological 
and Environmental Research. 82 pp.

Berendsen, R. L., C. M. Pieterse, and P. A. Bakker. 2012. 
“The Rhizosphere Microbiome and Plant Health,” 
Trends in Plant Science 17(8), 478–86. DOI: 10.1016/j.
tplants.2012.04.001.

Bonnaud, P. A., B. Coasne,  R. J.-M. Pellenq. 2010. “Molec-
ular Simulation of Water Confined in Nanoporous Silica,” 
Journal of Physics: Condensed Matter 22(28), 284110–25. 
DOI: 10.1088/0953-8984/22/28/284110.

Borch, T., et al. 2010. “Biogeochemical Redox Processes and 
Their Impact on Contaminant Dynamics,” Environmental 
Science & Technology 44(1), 15–23. DOI: 10.1021/
es9026248.

Boyer, E. W., et al. 1997. “Response Characteristics of 
DOC Flushing in an Alpine Catchment,” Hydrological 
Processes 11(12), 1635–47. DOI: 10.1002/(SICI)1099-
1085(19971015)11:12<1635::AID-HYP494>3.0.CO;2-H.

Bridgham, S. D., et al. 1995. “Potential Feedbacks of 
Northern Wetlands on Climate Change,” BioScience 
45(4), 262–74. DOI: 10.2307/1312419.

Brown, G. E., Jr., and G. Calas. October 2012 and January 
2013. “Mineral-Aqueous Solution Interfaces and Their 
Impacts on the Environment,” Geochemical Perspectives 
1(4–5), 276 pp. DOI: 10.7185/geochempersp.1.4.

Brown, G. E., Jr., and G. Calas. 2011. “Environmental Miner-
alogy – Understanding Element Behavior in Ecosystems,” 
Comptes Rendus Geoscience 343(2–3), 90–112. DOI: 
10.1016/j.crte.2010.12.005.

Buckel, W., and R. K. Thauer. 2013. “Energy Conserva-
tion via Electron Bifurcating Ferredoxin Reduction and 
Proton/Na+ Translocating Ferredoxin Oxidation,” Biochi-
mica et Biophysica Acta (BBA) – Bioenergetics 1827(2), 
94–113. DOI: 10.1016/j.bbabio.2012.07.002.

Bylaska, E. J., J. Q. Weare, and J. H. Weare. 2013. “Extending 
Molecular Simulation Time Scales: Parallel in Time 
Integrations for High-Level Quantum Chemistry and 
Complex Force Representations,” Journal of Chemical 
Physics 139(7), Article Number: 074114. DOI: 
10.1062/1.4818328.

Campbell, K. M., et al. 2011. “Oxidative Dissolution of 
Biogenic Uraninite in Groundwater at Old Rifle, CO,” 
Environmental Science & Technology 45(20), 8748–54. 
DOI: 10.1021/es200482f. Erratum in: Environmental 
Science & Technology 2012 Aug. 21, 46(16), 9199.

Cheng, H., E. Hu, and Y. Hu. 2012. “Impact of Mineral 
Micropores on Transport and Fate of Organic Contami-
nants: A Review,” Journal of Contaminant Hydrology, 
Special Issue 129–30, 80–90. DOI: 10.1016/J.
JCONHYD.2011.09.008.

Choobari, O. A., P. Zawar-Reza, and A. Sturman. 2014. “The 
Global Distribution of Mineral Dust and Its Impacts on 
the Climate System: A Review,” Atmospheric Research 138, 
152–65. DOI: 10.1016/j.atmosres.2013.11.007.

Chorover, J., et al. 2007. “Soil Biogeochemical Processes 
Within the Critical Zone,” Elements 3, 321–26. DOI: 
10.2113/gselements.3.5.321.

DiChristina, T. J., J. K. Fredrickson, and J. M. Zachara. 2005. 
“Enzymology of Electron Transport: Energy Generation 
with Geochemical Consequences,” Reviews in Miner-
alogy & Geochemistry 59(1), 27–52. DOI: 10.2138/
rmg.2005.59.3.

http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=Refine&qid=4&SID=3ATvPw9U7JREtoWPfi5&page=2&doc=16
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=Refine&qid=4&SID=3ATvPw9U7JREtoWPfi5&page=2&doc=16
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=Refine&qid=4&SID=3ATvPw9U7JREtoWPfi5&page=2&doc=16


U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research     April 2015

BER Molecular Science Challenges

48

Donahue, N. M., et al. 2006. “Coupled Partitioning, Dilu-
tion, and Chemical Aging of Semivolatile Organics,” Envi-
ronmental Science & Technology 40(8), 2635–43. DOI: 
10.1021/es052297c.

Ehrenfeld, J. G., B. Ravit, and K. Elgersma. 2005. “Feedback 
in the Plant-Soil System,” Annual Review of Environ-
ment and Resources 30, 75–115. DOI: 10.1146/annurev.
energy.30.050504.144212.

Engelbrecht, J. P., and E. Derbyshire. 2010. “Airborne 
Mineral Dust,” Elements 6(4), 241–46. DOI: 10.2113/
gselements.6.4.241.

Eusterhues, K., et al. 2014. “Biodegradation of Ferrihydrite-
Associated Organic Matter,” Biogeochemistry 119(1–3), 
45–50. DOI: 10.1007/s10533-013-9943-0.

Fliessbach, A., S. Sarig, and Y. Steinberger. 1994. “Effects 
of Water Pulses and Climatic Conditions on Microbial 
Biomass Kinetics and Microbial Activity in a Yermosol of 
the Central Negev,” Arid Soil Research and Rehabilitation 
8(4), 353–62. DOI: 10.1080/15324989409381409.

Fuller, C. C., and J. W. Harvey. 2000. “Reactive Uptake 
of Trace Metals in the Hyporheic Zone of a Mining-
Contaminated Stream, Pinal Creek, Arizona,” Environ-
mental Science & Technology 34(7), 1150–55. DOI: 
10.1021/es990714d.

Gilbert, B., and J. F. Banfield. 2005. “Molecular-Scale 
Processes Involving Nanoparticulate Minerals in Biogeo-
chemical Systems.” Ed. J. E. Banfield, J. CerviniSilva, and 
K. H. Nealson, Reviews in Mineralogy and Geochemistry 
59(1), 109–55. DOI: 10.2138/rmg.2005.59.6.

Gottlieb, B., L. K. Beitel, and M. Trifiro. 2014. “Changing 
Genetic Paradigms: Creating Next-Generation Genetic 
Databases as Tools to Understand the Emerging 
Complexities of Genotype/Phenotype Relationships,” 
Human Genomics 8, 1–9. DOI: 10.1186/1479-7364-8-9.

Guenther, A., et al. 2012. “The Model of Emissions of Gases 
and Aerosols from Nature Version 2.1 (MEGAN2.1): 
An Extended and Updated Framework for Modeling 
Biogenic Emissions,” Geoscientific Model Development 5, 
1471–92. DOI: 10.5194/gmd-5-1471-2012.

Guenther, A., et al. 2006. “Estimates of Global Terrestrial 
Isoprene Emissions Using MEGAN (Model of Emis-
sions of Gases and Aerosols from Nature),” Atmospheric 
Chemistry and Physics 6, 3181–210. DOI: 10.5194/
acp-6-3181-2006.

Guenther, A., et al. 1995. “A Global Model of Natural Vola-
tile Organic Compound Emissions,” Journal of Geophysical 
Research 100(D5), 8873–92. DOI: 10.1029/94JD02950.

Hedin, L. O., et al. 1998. “Thermodynamic Constraints on 
Nitrogen Transformations and Other Biogeochemical 
Processes at Soil-Stream Interfaces,” Ecology 79(2), 
684–703. DOI: 10.1890/0012-9658(1998)079[0684: 
TCONAO]2.0.CO;2).

Herrmann, G., et al. 2008. “Energy Conservation via Elec-
tron-Transferring Flavoprotein in Anaerobic Bacteria,” 
Journal of Bacteriology 190(3), 784–91. DOI: 10.1128/
JB.01422-07.

Higashide, W., et al. 2012. “Metabolic Engineering of Clos-
tridium cellulolyticum for Production of Isobutanol from 
Cellulose,” Applied Environmental Microbiology 78(19), 
7171 [corrects 77(8), 2727–33. 2011. DOI: 10.1128/
aem.02454-10]. DOI: 10.1128/aem.02335-12.

Hill, A. R., et al. 2000. “Subsurface Denitrification in a Forest 
Riparian Zone: Interactions Between Hydrology and 
Supplies of Nitrate and Organic Carbon,” Biogeochemistry 
51(2), 193–223. DOI: 10.1023/A:1006476514038.

Hinckley, E.-L., et al. 2014. “Digging into the World Beneath 
Our Feet: Bridging Across Scales in the Age of Global 
Change,” Eos, Transactions American Geophysical Union 
95(11), 96–97. DOI: 10.1002/2014EO110004.

Hoffmann, T., et al. 1997. “Formation of Organic Aero-
sols from the Oxidation of Biogenic Hydrocarbons,” 
Journal of Atmospheric Chemistry 26, 189–222. DOI: 
1023/A:1005734301837.

Holmes, K. W., et al. 2005. “Multi-Scale Variability in 
Tropical Soil Nutrients Following Land-Cover Change,” 
Biogeochemistry 74(2), 173–203. DOI: 10.1007/
s10533-004-3544-x.

Jelier, R., et al. 2011. “Predicting Phenotype Variation 
in Yeast from Individual Genome Sequences,” Nature 
Genetics 43, 1270–74. DOI: 10.1038/ng.1007.

Köfinger, J., G. Hummer, and C. Dellago. 2009. “Macroscopi-
cally Ordered Water in Nanopores,” Proceedings of the 
National Academy of Sciences USA 105(36), 13218–22. 
DOI: 10.1073/pnas.0801448105.  

Koop, T., et al. 2011. “Glass Transition and Phase State of 
Organic Compounds: Dependency on Molecular Prop-
erties and Implications for Secondary Organic Aerosols 
in the Atmosphere,” Physical Chemistry Chemical Physics 
13(43), 19238–55. DOI: 10.1039/c1cp22617g.



April 2015     U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research

V. References

49

Koven, C. D., et al. 2013. “The Effect of Vertically Resolved 
Soil Biogeochemistry and Alternate Soil C and N Models 
on C Dynamics of CLM4,” Biogeosciences 10, 7109–73. 
DOI: 10.5194/bg-10-7109-2013.

Laanbroek, H. J. 2010. “Methane Emission from Natural 
Wetlands: Interplay Between Emergent Macrophytes 
and Soil Microbial Processes. A Mini-Review,” Annals of 
Botany 105(1), 141–53. DOI: 10.1093/aob/mcp201.

Lehner, B. 2013. “Genotype to Phenotype: Lessons from 
Model Organisms for Human Genetics,” Nature Reviews 
Genetics 14, 168–78. DOI: 10.1038/nrg3404.

Lemak, S., et al. 2013. “Toroidal Structure and DNA 
Cleavage by the CRISPR-Associated [4Fe-4S] Cluster 
Containing Cas4 Nuclease SSO0001 from Sulfolobus 
solfataricus,” Journal of the American Chemical Society 135, 
17476–487. DOI: 10.1021/ja408729b.

Lemanceau, P., et al. 2009. “Iron Dynamics in the Rhizo-
sphere as a Case Study for Analyzing Interactions 
Between Soils, Plants and Microbes,” Plant and Soil 
321(1–2), 513–35. DOI: 10.1007/s11104-009-0039-5. 

Li, F., et al. 2008. “Coupled Ferredoxin and Crotonyl Coen-
zyme A (CoA) Reduction with NADH Catalyzed by the 
Butyryl-CoA Dehydrogenase/Etf Complex from Clos-
tridium kluyveri,” Journal of Bacteriology 190(3), 843–50. 
DOI: 10.1128/JB.01417-07.

Lipson, D. A., et al. 2013. “The Contribution of Fe(III) and 
Humic Acid Reduction to Ecosystem Respiration in 
Drained Thaw Lake Basins of the Arctic Coastal Plain,” 
Global Biogeochemical Cycles 27(2), 399–409. DOI: 
10.1002/gbc.20038.

Lipson, D. A., et al. 2012. “Water-Table Height and Micro-
topography Control Biogeochemical Cycling in an Arctic 
Coastal Tundra Ecosystem,” Biogeosciences 9(1), 577–91. 
DOI: 10.5194/bg-9-577-2012.

Lundberg, D. S., et al. 2012. “Defining the Core Arabidopsis 
thaliana Root Microbiome,” Nature 488(7409), 86–90. 
DOI: 10.1038/nature11237.

McClain, M. E., et al. 2003. “Biogeochemical Hot Spots and 
Hot Moments at the Interface of Terrestrial and Aquatic 
Ecosystems,” Ecosystems 6(4), 301–12. DOI: 10.1007/
s10021-003-0161-9.

Mendes, R., et al. 2011. “Deciphering the Rhizosphere 
Microbiome for Disease-Suppressive Bacteria,” Science 
332(6033), 1097–1100. DOI: 10.1126/science.1203980.

Michot, L. J., et al. 2002. “Water Organisation at 
the Solid-Aqueous Solution Interface,” Comptes 
Rendus Geoscience 334(9), 611–31. DOI: 10.1016/
S1631-0713(02)01801-1.

Mitchell, P., and J. Moyle. 1967. “Chemiosmotic Hypoth-
esis of Oxidative Phosphorylation,” Nature 213(5072), 
137–39. DOI: 10.1038/213137a0.

Murphy, E. M., J. M. Zachara, and S. C. Smith. 1990. 
“Influence of Mineral-Bound Humic Substances on the 
Sorption of Hydrophobic Organic Compounds,” Envi-
ronmental Science & Technology 24(10), 1507–16. DOI: 
10.1021/es00080a009.

Nelson, Y. M., et al. 2002. “Effect of Oxide Formation 
Mechanisms on Lead Adsorption by Biogenic Manganese 
(Hydr)oxides, Iron (Hydr)oxides, and Their Mixtures,” 
Environmental Science & Technology 36(3), 421–25. DOI: 
10.1021/es010907c/.

Nitschke, W., and M. J. Russell. 2012. “Redox Bifurca-
tions: Mechanisms and Importance to Life Now, and at 
Its Origin: A Widespread Means of Energy Conversion 
in Biology Unfolds,” Bioessays 34(2), 106–09. DOI: 
10.1002/bies.201100134.

Odum, J. R., et al. 1997. “The Atmospheric Aerosol-Forming 
Potential of Whole Gasoline Vapor,” Science 276(5309), 
96–99. DOI: 10.1126/science.276.5309.96.

Odum, J. R., et al. 1996. “Gas/Particle Partitioning and 
Secondary Organic Aerosol Yields,” Environmental Science 
& Technology 3(8), 2580–85. DOI: 10.1021/es950943+.

Paerl, H. W, and J. L. Pinckney. 1996. “A Mini-Review of 
Microbial Consortia: Their Roles in Aquatic Production 
and Biogeochemical Cycling,” Microbial Ecology 31(3), 
225–47. DOI: 10.1007/BF00171569.

Park, S., K. Kwak, and M. D. Fayer. 2007. “Ultrafast 2D-IR 
Vibrational Echo Spectroscopy: A Probe of Molecular 
Dynamics,” Laser Physics Letters 4(10), 704–18. DOI: 
10.1002/lapl.200710046.

Philippot, L., et al. 2013. “Going Back to the Roots: 
The Microbial Ecology of the Rhizosphere,” Nature 
Reviews Microbiology 11(11), 789–99. DOI: 10.1038/
nrmicro3109.

Prather, K. A., C. D. Hatch, and V. H. Grassian. 2008. 
“Analysis of Atmospheric Aerosols,” Annual Review of 
Analytical Chemistry 1, 485-514. DOI: 10.1146/annurev.
anchem.1.031207.113030.

http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=17&SID=3ATvPw9U7JREtoWPfi5&page=1&doc=6
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=17&SID=3ATvPw9U7JREtoWPfi5&page=1&doc=6
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=17&SID=3ATvPw9U7JREtoWPfi5&page=1&doc=6


U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research     April 2015

BER Molecular Science Challenges

50

Ro, D.-K., et al. 2006. “Production of the Antimalarial Drug 
Precursor Artemisinic Acid in Engineered Yeast,” Nature 
440, 940943. DOI: 10.1038/nature04640.

Schade, J. D., et al. 2001. “The Influence of a Riparian 
Shrub on Nitrogen Cycling in a Sonoran Desert 
Stream,” Ecology 82(12), 3363–76. DOI: 
10.1890/0012-9658(2001)082[3363:TIOARS]2.0.CO;2.

Schenk, P. M., L. C. Carvalhais, and K. Kazan. 2012. “Unrav-
eling Plant-Microbe Interactions: Can Multi-Species 
Transcriptomics Help?” Trends in Biotechnology 30(3), 
177–184. DOI: 10.1016/j.tibtech.2011.11.002.

Shimojo, F., et al. 2014. “A Divide-Conquer-Recombine 
Algorithmic Paradigm for Large Spatiotemporal Quantum 
Molecular Dynamics Simulations,” The Journal of Chemical 
Physics 140, 18A529. DOI: 10.1063/1.4869342.

Six, J., E. T. Elliott, and K. Paustian. 2000. “Soil Macroaggre-
gate Turnover and Microaggregate Formation: A Mecha-
nism for C Sequestration Under No-Tillage Agriculture,” 
Soil Biology and Biochemistry 32(14), 2099–2103. DOI: 
10.1016/S0038-0717(00)00179-6.

Smith, J. C., and B. Roux. 2013. “Eppur si muove! The 2013 
Nobel Prize in Chemistry,” Structure 21(12), 2102–05. 
DOI: 10.1016/j.str.2013.11.005.

Solveyra, E. G., et al. 2013. “Structure, Dynamics and 
Phase Behavior of Water in TiO2 Nanopores,” Journal of 
Physical Chemistry C 117(7), 3330–42. DOI: 10.1021/
jp3079900q.

Stockdale, A., W. Davison, and H. Zhang. 2009. “Micro-
Scale Biogeochemical Heterogeneity in Sediments: A 
Review of Available Technology and Observed Evidence,” 
Earth-Science Reviews 92(1), 81–97. DOI: 10.1016/
jearscirev.2008.11.003.

Torn, M. S., et al. 1997. “Mineral Control of Soil Organic 
Carbon Storage and Turnover,” Nature 389(6647), 
170–73. DOI: 10.1038/38260.

Vidon, P., et al. 2010. “Hot Spots and Hot Moments 
in Riparian Zones: Potential for Improved Water 
Quality Management,” Journal of the American 
Water Resources Association 46(2), 278–98. DOI: 
10.1111/j.1752-1688.2010.00420.x.

von Lützow, M., et al. 2006. “Stabilization of Organic 
Matter in Temperate Soils: Mechanisms and Their 
Relevance Under Different Soil Conditions – A Review,” 
European Journal of Soil Science 57(4), 426–45. DOI: 
10.1111l/j.1365-2389.2006.00809.x.

WEF. 2014. Global Risks 2014: Ninth Edition. World 
Economic Forum, Geneva, Switzerland. 59 pp.  ISBN-13: 
92-95044-60-6. ISBN-10: 978-92-95044-60-9. www3.
weforum.org/docs/WEF_GlobalRisks_Report_2014.pdf.

Weston, D. J., et al. 2014. “Sphagnum Physiology in the 
Context of Changing Climate: Emergent Influences of 
Genomics, Modeling and Host-Microbiome Interactions 
on Understanding Ecosystem Function,” Plant, Cell, & 
Environment, Early View. DOI: 10.1111/pce.12458.

Wilhelm, B. G., et al. 2014. “Composition of Isolated 
Synaptic Boutons Reveals the Amounts of Vesicle Traf-
ficking Proteins,” Science, 344(6187), 1023–28. DOI: 
10.1126/science.1252884.

Williams, K. H., et al. 2013. “Bioremediation of Uranium-
Contaminated Groundwater: A Systems Approach to 
Subsurface Biogeochemistry,” Current Opinion in Biotech-
nology 24(3), 489–97.

Young, I. M., et al. 2008. “Microbial Distribution in Soils: 
Physics and Scaling,” Advances in Agronomy 100, 81–121. 
DOI: 10.1016/S0065-2113(08)00604-4.

Yvert, G. 2014. “‘Particle Genetics’: Treating Every Cell 
as Unique,” Trends in Genetics 30(2), 49–56. DOI: 
10.1016/j.tig.2013.11.002.

Zaady, E., P. M. Groffman, and M. Shachak. 1996. “Litter as a 
Regulator of N and C Dynamics in Macrophytic Patches 
in Negev Desert Soils,” Soil Biology and Biochemistry 
28(1), 39–46. DOI: 10.1016/0038-0717(95)00097-6.



51April 2015     U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research

Appendices

Appendix A. Purpose ....................................................................................................................................................................52

Appendix B. Agenda .....................................................................................................................................................................53

Appendix C. Breakout Groups ...................................................................................................................................................55

Appendix D. Participants .............................................................................................................................................................56



U.S. Department of Energy • Office of Science • Office of Biological and Environmental Research     April 2015

BER Molecular Science Challenges

52

BER research, which spans biological, environmental, and 
climate sciences, has evolved over recent years to require 
a much more robust understanding of the molecular 
systems and pro cesses that underpin program goals. This 
workshop will seek to identify science and technology 
challenges and opportunities relevant to BER’s mission.  
Overcoming these challenges and exploring the opportu-
nities will expand our ability to understand, describe, and 
model molecular-scale processes based on a synergistic 
and multidisciplinary approach that is relevant to a wider 
set of BER challenges. 

Workshop participants will represent the major program 
elements of BER that depend on mole cular science and 
include leading scientists with relevant expertise who are 
not associated with BER. Participants will identify major 
BER challenges in molecular science and develop high-
level progressions of scientific objectives that address 
each challenge. The workshop will develop an expert 
assessment of these challenges, objectives, and research 
pathways to overcome barriers in BER-relevant molecular 
science. The workshop report will be used by BER to plan 
its long-term investment strategy over a time horizon from 
2014 through 2024.

BER Interests

Progress in research across the BER programs will require 
significant advances in molecular science. For example, 
characterizing the spatiotemporal expression, structure, 
and function of biological molecules and macromole-
cules in cells and among communities of cells, as well 
as the computational modeling of such systems, is an 
essential foundation for understanding basic cellular and 
organismal processes. This understanding, in turn, will 
be the critical element in achieving meaningful success in 
biosystem design.

Similarly, molecular-scale knowledge of biotic and abiotic 
environmental factors impacting genotype-to-phenotype 
linkage in plants will be essential for predicting plant 
growth in changing environments, designing plants with 
improved phenotypic traits, and predicting ecological 
changes among multiple plant species in complex hydro-
biogeochemical soil systems.

Experimental and modeling capabilities in molecular 
science will enable the elucidation of the physical, 
chemical, and biogeochemical processes that govern the 
formation and evolution of aerosol particles and their 
interactions with clouds. These advances in molecular 
science also will provide predictive insights into the inter-
actions among heterogeneous populations of aerosols and 
cloud droplets. 

Progress in understanding carbon cycling will require 
knowledge of  the biogeochemical interactions between 
microbes, fungi, and plant roots and  macro- and micro-
nutrients, organic constituents, and inor ganic elements 
under varying conditions in surface soils, hyporheic zones, 
and the deeper subsurface. 

These four topical areas have served as BER’s historical 
paradigm for investing in molecular science research. 
However, new challenges involving, for example, 
molecular-scale processes that govern interdependencies 
between biogenic aerosol formation and ecological func-
tioning, also will need to be explored in the workshop. 

The workshop will be expected to define a set of molec-
ular science questions and priorities for BER to consider 
in its future multidisciplinary investment strategies.

U.S. Department of Energy Office of Science  
Office of Biological and Environmental Research (BER) 
Proposed BER Molecular Science Challenges Workshop
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U.S. Department of Energy (DOE) Office of Science  
Biological and Environmental Research (BER) Workshop

BER Molecular Science Challenges
May 27–29, 2014

Tuesday, May 27
6:30 p.m. Buffet dinner in hotel
7:00 p.m. Welcome: Judy Wall (University of Missouri, Columbia),   
 James Liao (University of California, Los Angeles)
7:10 p.m. Welcome and BER organization: Paul Bayer (BER)
7:20 p.m. Welcome and charge: Roland Hirsch (BER)
7:30 p.m. Agenda and mechanics of the workshop: Judy Wall and James Liao
7:45 p.m. Introductions: Participants (name, institution, title, and area of expertise or research)
Wednesday, May 28
7:30 a.m. –  7:45 a.m. Transport from hotel to DOE Germantown building
7:45 a.m. –  8:15 a.m. DOE security check
8:15 a.m. –  8:30 a.m. Break
8:30 a.m. –  8:40 a.m. Welcome: Sharlene Weatherwax, Associate Director of Science for BER;  
 BER Division Directors, Todd Anderson and Gary Geernaert
8:40 a.m. –  9:10 a.m. Keynote: Carbon and Contaminants in the Critical Zone 
 Jon Chorover, University of Arizona
9:10 a.m. –  9:15 a.m. Review of breakout instructions and assignment of groups: Judy Wall, James Liao 
 (see Appendix C: Breakout Groups, p. 57)
9:15 a.m. –  10:15 a.m. Breakout 1: Identify key needs
 a. What are three key unanswered questions in your research area?
 b. What are two or more scientific areas that scale up or down from your own?
 c. What new capabilities are needed to address your key questions?
10:15 a.m. –  10:30 a.m. Break
10:30 a.m. –  12:00 p.m. Breakout 1 continues
12:15 p.m. – 1:15 p.m.  Lunch at cafeteria
1:15 p.m. – 2:00 p.m.  Reports from Breakout 1
2:00 p.m. – 3:45 p.m. Breakout 2: Organize ideas within and across disciplines and groups
3:45 p.m. – 4:00 p.m. Break
4:00 p.m. – 5:00 p.m. Reports from Breakout 2
5:00 p.m. –5:30 p.m. General Discussion: Common interests and ideas across the groups
Dinner Small Group Discussions: Continue discussions to develop ideas and consider links  
 among topics. Multiple restaurants, on your own or by breakout group.

Appendix B: Agenda
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Thursday, May 29
7:30 a.m. –  7:45 a.m. Transport from hotel to DOE Germantown building
7:45 a.m. –  8:15 a.m. DOE security check
8:15 a.m. –  8:30 a.m. Break
8:30 a.m. –  10:00 a.m. Breakout 3: Develop plans for sections of the report
10:00 a.m. –  10:15 a.m. Break
10:15 a.m. –  10:45 a.m. Reports from Breakout 3
10:45 a.m. –  11:30 a.m. Summary discussion of key workshop findings: Co-Chairs
11:30 a.m. –  12:55 p.m. Writing Breakout Session
 Prepare summary chapters for report and drafts of potential journal papers
12:55 p.m. Concluding Remarks: Co-Chairs
1:00 p.m. Adjourn
1:15 p.m. Lunch and continued writing as travel plans permit
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Appendix C: Breakout Groups
One Atmosphere-Land Surface Interactions Involving Molecular Science (Room A184/6)
 Discussion Lead: Vicki Grassian
 Rapporteur: Scott Bridgham
 Karl Booksh
 Rick Flagan
 Mary Gilles
 Sean McSweeney
 Theresa Windus

Two Below-Surface Interactions Involving Molecular Science (Room E301)
 Discussion Lead: Michael Thomashow
 Rapporteur: John Bargar
 Kirsten Hofmockel
 Joel Kostka
 James Kubicki
 Albert Valocchi
 Judy Wall

Three Synthetic Science and Engineering Involving Molecular Science (Room F441)
 Discussion Lead: Norman Dovichi
 Rapporteur: Michael Crowley
 Michael Adams
 James Liao
 Stephen Long
 Jeremy Smith
 Ganesh Sriram
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California Institute of Technology
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University of Iowa
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Iowa State University
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Albert Valocchi 
University of Illinois, Urbana-Champaign

Judy Wall 
University of Missouri, Columbia

Theresa Windus 
Iowa State University

Appendix D: Participants



Acronyms and Abbreviations
3D  three dimensional
ATP  adenosine triphosphate
BER  DOE Office of Biological and Environmental Research
BERAC  Biological and Environmental Research Advisory Committee
BVOC  biogenic volatile organic compound
CH4  methane
Chip-SIP phylogenetic microarray stable isotope probing
CO2  carbon dioxide
DOE  U.S. Department of Energy
EXAFS  extended X-ray absorption fine structure
Fe  iron
FISH  fluorescence in situ hybridization
H2S  hydrogen sulfide
KBase  DOE Systems Biology Knowledgebase 
LAI  leaf area index
MD  molecular dynamics
MEGAN  Model of Emissions of Gases and Aerosols from Nature
micro-XANES microprobe X-ray absorption near edge structure
N  nitrogen
nano-SIMS nanometer-scale secondary ion mass spectrometry
N2O  nitrous oxide
NOM  natural organic matter
P  phosphorus
PFT  plant functional type
SAXS  small-angle X-ray scattering
SOA  secondary organic aerosol
SOM  soil organic matter
U  uranium
WEF  World Economic Forum




